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Improvement research of genetic
algorithm and particle swarm

optimization algorithm based on
analytical mathematics

Shuai Man1

Abstract. Through its own evolution, the optimization method makes many problems that
seem highly complex to be solved more perfectly, so a new intelligent calculation method that is
different from the classical optimization method is generated. In this paper, the algorithm mech-
anism, algorithm improvement and application of two kinds of biomimetic intelligent calculation
methods of genetic algorithm and particle swarm optimization algorithm were studied deeply. Be-
sides, in view of the constrained optimization problems, two different improvement strategies were
adopted, two different improved evolutionary algorithms were proposed respectively and their time
and spatial complexity were analyzed. The final experimental results proved that the evolutionary
algorithm that integrates the improvement strategies is feasible and effective, and the uniformity
and diversity of the solution set are ideal.
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1. Introduction

The essence of all human activities is nothing more than "knowing the world and
building the world". Understanding the world depends on establishing the model,
constructing the world relies on the optimal decision-making, and the purpose of
optimization is to find a set of parameter values under meeting certain constraint
conditions, so as to make some of the performance indicators of the model reach
maximum or minimum. The application of the optimization problem can be said
everywhere, which always runs through the process of all human activities. In a
sense, all human knowledge is nothing more than the phenomenon and process un-
derstanding model of human beings to a field. The purpose of knowing the world
is to build the world better, similarly, and the purpose of modeling is to optimize.
Assuming that the world must first understand the world, similarly, all optimization
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cannot be separated from the model. However, with the continuous improvement
of social productivity, the ability of humans to understand and build the world is
also growing, followed by optimization problems, which also show the features of
high-dimensional, strong nonlinear, strong constraints, difficult to model.

2. State of the art

Bionics was founded in the middle 1950s. People seek a new method for solving
all kinds of complex problems in real world from the biological evolution mechanism,
and then, the biological simulation becomes an important part of computer science.
For example: the early theory was to assume that the machine was composed of
basic elements in which they were similar to the neuron [1]. Under the influence of
this biological simulation thought, in the early 1970s, a professor in the University
of Michigan first proposed the mathematical framework of the genetic algorithm [2].
The idea of genetic algorithm came from Darwin’s evolutionism, Weismann’s theory
of species selection and Mendel’s theory of population genetics in biological sciences.
In terms of GA, it was a probabilistic search algorithm method that used natural
selection and evolutionary mechanisms to find the optimal point in N -dimensional
space [3]. From the evolutionary thought, "the survival of the fittest" makes the
individual quality of the population has been improved. And the random exchange
theory uses the existing information in the original solution to speed up the search
process to the optimization. Since more than a decade of the proposition of the par-
ticle swarm optimization algorithm, it has attracted many researchers and research
institutions at home and abroad to conduct various aspects of exploration to its
theory and application. In addition, the research results of the PSO algorithm are
increasingly published in high-level publications [4]. Then, the famous conference
IEEE CEC in the field of evolutionary computing has set up a special discussion of
PSO algorithms. And the important international conference PPSN and GECCO
related to computational intelligence have made PSO algorithms as one of the key
themes of the conference [5]. In 2001, in view of the PSO theory research and the
emergence of applied monograph Group Intelligence, in 2003, the first swarm in-
telligence symposium IEEE Swarm Intelligence Symposium was held in the United
States. Then, PSO algorithm was regarded as one of the main bodies in each year
of Symposium. In 2004, the top academic journals in the field of evolutionary com-
puting IEEE Transaction on Evolutionary Computation published PSO algorithm
special issue, till now, PSO algorithm has become an important research topic in
computational intelligence field [6].

3. Methodology

Genetic algorithm is a kind of self-organizing and adaptive probabilistic search
algorithm which simulates the natural evolution process and mechanism to solve the
optimization problem. It does not depend on the specific model of the problem,
and has strong robustness to all kinds of complex optimization problems. The basic
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idea of genetic algorithm constructs a fitness function according to the objective
function of problems that wait to be solved. Then, according to certain rules, the
initial population after the gene encoding is generated, and the evaluation, genetic
operations (crossover and mutation), selection and other operations are carried out
to the group [7]. After several generations of evolution, one or several optimal
individuals with the best fitness are obtained as the optimal solution of the problem.
Figure 1 shows the basic GA flow chart. It can be seen from Fig. 1 that the steps
in the genetic algorithm implementation include coding strategy, initial population
generation, fitness function design, selection strategy, genetic operation and stop
criterion.

Fig. 1. Genetic algorithm flow chart

It is found that under the situation of the absence of centralized control, the bird
group composed of a large number of individuals can make collective acts in flight,
such as changing direction, spreading or reorganizing the formation. According to
the further observation to the predatory behavior of birds, people feel that there
must be some potential capacity or rules to ensure these intelligent behaviors. As
a kind of bionic evolutionary algorithm, PSO is similar to genetic algorithm, and
it is a kind of optimization technology based on iteration. However, there is no
cross mutation operation in the algorithm implementation process [8]. At present,
many improved algorithms have been proposed, such as adaptive PSO, hybrid PSO,
cooperative PSO [9]. These improved algorithms are mostly based on the standard
particle swarm optimization algorithm, and Fig. 2 describes the implementation flow
chart of the particle optimization algorithm. The basic principles of the particle
swarm optimization algorithm are described as follows.

A group composed ofm particles (Particles) flies at a certain speed inD-dimensional
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Fig. 2. Particle swarm optimization algorithm flow chart

search space, each particle representing a bird in the search space. For an optimiza-
tion problem that waits to be solved, a particle is a potential solution [10]. Each
particle also has a speed to determine the distance and direction of its flight. All
particles have a fitness valve that is determined by the optimized function. In the
course of the flight, the particles will use their own flight experience and group flight
experience to dynamically adjust themselves, after several iterations of the search,
and ultimately, the optimal solution is obtained [11]. PSO is initialized as a group of
random particles, and then, the optimal solution is found by iteration. The particles
update themselves by tracking two "extremes" in each time of iteration. One is that
the optimal solution found by the particle itself is called the individual extremum
pbest, and the other is the optimal solution currently found by the whole population.
This extreme is the global extremum gbest [12]. Figure 3 depicts the trajectory of
the particle flight, and each particle updates its speed and new position by formulas
1 and 2 when the two optimal values are found:

vk+1 = c0vk + c1(pbestk − xk) + c2(qbestk − xk) , (1)

xk+1 = xk + vk+1 . (2)

Here, vk is particle’s velocity vector, xk is the position of the current particle,
pbestk represents the position of the optimal solution found by the particle itself,
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qbestk represents the position of the optimal solution currently found by the whole
population, c0 is the random number that is generally between (0, 1), which is called
the inertia coefficient or contraction factor. Symbols c1 and c2 are called as the "self-
cognition factor" and "social cognition factor" of the particle, which are respectively
used to adjust the effect intension of pbestk and qbestk to the particle attraction.
Then, the values of c1 and c2 are the random number between (0, 2). Finally, vk+1 is
the sum of vectors vk, pbestk − xk and qbestk − xk. The velocity of each dimension
of the particle will be limited by a maximum speed vmax.

Fig. 3. Particle flight path map

In the PSO algorithm, if all the particles in the group are used as the neighbor-
hood members, at this time, it is known as the global version of the PSO algorithm;
if part of members in the group constitute the neighborhood, then, this is called the
local version of the PSO algorithm [13]. In the local version, there are two ways
to form the neighborhood, one is that the particles in which the index numbers
are adjacent constitute the neighborhood, and the other is that the particles that
are adjacent according to the spatial distance constitute the neighborhood. The
neighborhood definition strategy of the particle swarm optimization algorithm is
also called the neighborhood topology structure of the particle swarm.

Multi-objective optimization is a common problem in the field of engineering. Its
main characteristic is that there is a conflict between the targets, furthermore, all the
targets cannot obtain the optimal value at the same time, only to find a set of com-
promised Pareto non-inferior solution [14]. The traditional method of solving MOP
is to convert MOP into a number of different single objective optimization problems,
and then solve them. For the case where the front of the Pareto is non-convex, all
Pareto optimal solutions cannot be obtained and the computational complexity is
large. Evolutionary algorithm is an adaptive global optimization probabilistic algo-
rithm of the simulated creatures formed in the genetic and evolutionary processes
in the natural environment. It is characterized by the multi-directional and global
nature of the search, which can process large-scale search space in parallel, and
moreover, it has a good adaptability to complex MOP.

Based on the Pareto principle’s evolutionary algorithm elitist mechanism, pre-
serving the non-inferior solution obtained by constructing the Pareto candidate set
and maintaining the solution diversity in this solution set is an effective means for the
multi-objective evolutionary algorithm to obtain non-inferior solution [15]. Based
on the criterion of neighborhood function, this paper proposes the construction and
maintenance mechanism of Pareto candidate set. The process is described as follows:
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Firstly, if the scale of the Pareto candidate solution set does not reach the speci-
fied size, the obtained non-inferior solution is added directly to the Pareto candidate
solution set.

Secondly, if the new non-inferior solution dictates the individual of the Pareto
candidate solution set, the new individual is added to the Pareto candidate solution
set and the individuals dominated are placed into another independent external
set (IES). Otherwise, the new non-inferior solution is directly added to the Pareto
candidate solution set, then, the neighbor function criterion is used to maintain the
diversity and population size of the Pareto candidate solution set.

Thirdly, the neighborhood local search is carried out to the individuals of IES,
and the newly obtained individual is compared with the Pareto candidate solution
set again. If the new individual dominates an individual of the Pareto candidate
solution set, this individual is replaced directly. Then, empty the IES.

The algorithm flow is as follows:
Step 1: Setting algorithm parameters: evolutionary algebra is Np, the length of

the population is Is, Pareto candidate solution set length is Es, local search length
is Ls, crossover probability is Pc, probability of mutation is Pm, and evolutionary
algebraic indexer is t.

Step 2: Initializing the population pinit, assuming t = 1.
Step 3: A set of non-inferior solution is obtained from the group pinit, and the

number of the non-inferior solution is u, then, the elite retention mechanism is used
to add non-inferior solutions into the Pareto candidate solution set.

Step 4: In Pareto candidate solution set, the discrete crossover operator and
Gaussian variation operator are used to generate uf×v individual, uf is the individual
number in Pareto candidate solution set, and v is the proportion coefficient of the
sum of descendants and offspring.

Step 5: The population obtained by the cross and variation in the above steps is
combined with the Pareto candidate solution set, and then, they are combined into
a new population pnew, next is to execute pinit ← pnew.

Step 6: Symbol Is is the number of individuals which are selected in the popula-
tion pinit. Here, NSGA-II’s non-inferior solution scheme is adopted, and one selection
is carried out from low to high (the lower the level is, the higher the rank is), thus,
the limited different “grade” groups {f1, f2, · · · , fn} can be obtained, similarly, in
the last grade of population fi, (1 ≤ i ≤ n) of the individual, the neighbor function
criterion is used to select the remaining individuals, and if the termination condition
is satisfied, the algorithm stops, otherwise, it moves to Step 3.

4. Result analysis and discussion

Experimental environment: Intel Pentium 4, 2.26GHz, 512MB memory, Win-
dows Xp Professional, Matlab 7.0.

The experiment was carried out in two groups G1 and G2, and the algorithm used
the real number coding. Then, two groups of typical multi-objective optimization
function were selected, the first group of optimization problem was a single target
minimum optimization function with high-dimensional constraint conditions, the
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variable constraints included the test questions of inequality constraints and equality
constraints, and the objective function contained up to 10 decision variables. In the
second group, the performance comparison of the algorithm in this paper and two
commonly used multi-objective evolutionary algorithms NSGA-II and SPEA were
conducted by using graphing method.

In the first group of tests, the initial parameters of the algorithm were set as:
population individuals were Is = 200, Np = 300, Parteo candidate solution set length
was Es = 30, local search length was Ls = 5, crossover rate was Pc = 0.9, variation
rate was Pm = 0.5 and each issue ran 20 times independently under the same condi-
tions. Then, all of the implementation of the algorithm was completed on the same
computer, and when the algorithm was running, the calculation accuracy was set as
10−4. In order to compare the solution performance of the proposed algorithm on the
high-dimensional single objective optimization problems, the comparison was carried
out with the other three algorithms: random sort method, homomorphic mapping
method and Pareto intensity value evolution algorithm. And the algorithms were
respectively denoted as RY, KM and ZW. After each operation, the performance
test of the algorithm used the best result (Best), the worst result (Worst) and the
average result (Mean) respectively, and it was compared with the optimal solution
experimental data. Table 1 shows the correlation comparison result between new
algorithm MP and algorithms KM, RY and ZW. The results are listed in Table 1.

It can be seen from Table 1 that for the question g1, the optimal solution compar-
ison obtained by MP algorithm and ZW algorithm was relatively close, which was
close to the real optimal solution, furthermore, it was better than the optimal solu-
tion RY. On the mean value and worst solution such two tests, the optimal solution
was inferior to ZW, but better than RY. Then, in each performance test, question
g2 and g4 were better than the other three algorithms, moreover, the proposed MP
algorithm found the optimal solution for 13 times in 20 times of the independent
operation. While for the question g3, the MP algorithm was inferior to the ZW algo-
rithm in the three performance tests, but better than other two algorithms KM and
RY. In question g5, although the optimal solution obtained by MP was inferior to
ZW, the gap between the solutions was smaller, which was close to the true solution.
In addition, MP was superior to the other three algorithms in mean value and worst
solution performance. And the reason was that in 20 independent operations, MP
found the optimal solution for 16 times.

In the second group of tests, in order to verify whether the proposed algorithm
MP can handle two-dimensional multi-objective optimization problems, it was of-
ten necessary to design some test functions to evaluate the algorithm. Then, the
performance measure standard was used, and two kinds of performance evaluation
standards between different algorithms were given, which was respectively the con-
vergence: the convergence of the algorithm could be measured through the actually
obtained non-inferior optimal target domain and the minimum distance average
value between the theoretically non-inferior optimal target domain; diversity: di-
versity was used to describe the spread coverage between non-inferior solutions in
a population. The performance measure M1 was used to evaluate the performance
of the non-inferior solution comparison in the Pareto candidate solution set of use
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algorithm in M1 under the same conditions. The performance measure data of the
algorithm are given in Tables 2–4.

Table 1. Correlation comparison between new algorithm MP and algorithm KM, RY and ZW

Problems g1 g2 g3 g4 g5

Optimal solu-
tion

5126.49811 0.0539498 680.6300573 7049.3307 23.3062091

Best
solution

MP 5126.498162 0.053949821 680.631127 7049.33122 24.30630327

KM - 0.054 680.91 7147.9 24.620

RY 5126.4965 0.053957 680.630 7054.316 24.307

ZW 5126.49811 0.053949831 680.6300573 7049.2480205 24.306209068

Mean
solution

MP 5126.52765 0.053940235 680.6312233 7050.153672 24.315356306

KM - 0.064 681.16 8163.6 24.826

RY 512.881 0.057006 680.656 7559.192 24.374

ZW 5126.52654 0.053950257 680.6300573 7051.2874292 24.325487652

Worst
solution

MP 5139.2522 0.0539677331 680.63123678 7055.233735 24.350563206

KM - 0.557 683.18 8659.3 25.069

RY 5124.472 0.216915 680.763 8835.665 24.642

ZW 5127.15641 0.053972292 680.6300573 7058.2353585 24.362999860

Table 2. Convergence performance measure γ

Algorithm SCH ZDT1 ZDT2 ZDT3 ZDT4 ZDT6

MP 0.003401 0.001079 0.000856 0.001189 0.001137 0.320625
0 0.000101 0.000056 0.000069 0.000153 0.042030

NSGA-II 0.003389 0.033480 0.072389 0.114499 0.513053 0.296566
0 0.004751 0.031688 0.007938 0.118460 0.013138

SPEA 0.003403 0.001799 0.001339 0.047520 7.340299 0.221138
0 0.000001 0 0.000049 6.572416 0.000448

Table 3. Diversity performance measure ∆

Algorithm SCH ZDT1 ZDT2 ZDT3 ZDT4 ZDT6

MP 0.566835 0.325136 0.328062 0.408365 0.358806 0.750632
0.0236635 0.001460 0.001406 0.002352 0.016002 0.005562

NSGA-II 0.0477899 0.0390307 0.430776 0.738540 0.702612 0.668025
0.003471 0.001876 0.004721 0.019706 0.064648 0.009923

SPEA 1.021110 0.784525 0.755148 0.672938 0.798463 0.849389
0.004372 0.004440 0.004521 0.003587 0.014616 0.003916
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Table 4. Comparison of the performance measures M1 and SP

Algorithm SCH ZDT1 ZDT2 ZDT3 ZDT4 ZDT6

MP 0.002635 0.002312 0.002640 0.001355 0.039862 0.040362
0.032651 0.002682 0.003919 0.001561 0.402513 0.056230

NSGA-II 0.006321 0.002906 0.003368 0.0015626 0.043115 0.036250
0.010265 0.005613 0.007227 0.0089013 0.336522 0.033621

SPEA 0.009632 0.008653 0.140322 0.0026354 0.044752 0.040356
0.010263 0.006739 0.010654 0.02956665 0.35032 0.0625103

As can be seen from Table 2, on the SCH, the convergence of the proposed
algorithm MP was closer to the other two algorithms. In ZDT6, it was worse than
the other two algorithms. The convergence of ZDT1 to ZDT4 indicated that the
algorithm in this paper was superior to the other two algorithms. The data of
diversity performance measures ∆ in Table 3 showed that the diversity of MP in the
SCH solution was inferior to the other two algorithms, but superior to the other two
algorithms on ZDT1 to ZDT4. Then, the diversity of the three algorithms’ solution
on ZDT6 was closer. Besides, in the performance measurements on M1 and SP,
Table 4 showed that for the non-inferior performance difference generated under the
same conditions and the algorithm performed the same number of target calculation
each time, the performance measure of MP in SCH, ZDT1 to ZDT3 was better than
other two algorithms, on ZDT4 and ZDT6, the performance measures of the three
algorithms were similar.

In this paper, from above experimental results and performance analysis, it can be
seen that under the single-dimensional and two-dimensional situation, the algorithm
in this paper performs better, and the Pareto front obtained by the algorithm is
relatively close to the real Pareto front. On the basis of the proposed algorithm MP,
the improvement is carried out by combining with the characteristics of practical
engineering applications, which will have a good engineering application prospect.

5. Conclusion

Although the intelligent optimization method has achieved many remarkable re-
sults, the combination of it with the specific practice areas still has many problems
to be solved. In this paper, the popular hot spot methods in the field of intelligent
optimization, the genetic algorithm and particle swarm optimization algorithm, were
studied from the perspective of bionics, then combined with the biology basis of the
two methods, some in-depth researched were carried out and some achievements were
obtained: for the multi-objective optimization problem, the method of maintaining
the population diversity by traditional evolutionary algorithm mainly depends on
the shared function, however, its niche radius is difficult to set effectively. Then,
the neighborhood function criterion can be introduced to the selection process, so
as to select good individuals from the population and ensure the diversity of the
population. In addition, a candidate set maintenance method based on neighbor-
hood function criterion can be integrated into the new algorithm, and the use of this



560 SHUAI MAN

method can effectively maintain the diversity of individuals in candidate solution
sets. Then, the proposed algorithm is analyzed theoretically from time and space
complexity. The test of a group of typical optimization problem shows that the
proposed algorithm has relatively high search performance, and the diversity and
convergence of solution set distribution are ideal. Of course, there are many places
in this paper that need further study, such as an improved algorithm for nonlinear
programming problems.
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